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1. **Executive Summary**

This project developed and evaluated two deep learning models for the binary classification of breast cancer histopathological images. A custom Convolutional Neural Network (CNN) was built from scratch and a second model utilized Transfer Learning with the VGG16 architecture. The VGG16-based model demonstrated **excellent performance**, achieving a test accuracy of **86.00%**, effectively validating the application of transfer learning for this task. The custom CNN model, however, failed to generalize and was unable to learn a meaningful discrimination strategy, a key learning outcome for model development.

**2.0 Project Objective**

The primary objective was to implement a full image-based classification pipeline, from data acquisition to model evaluation. The technical goal was to classify histopathological images from the BreakHis dataset as either **Benign** or **Malignant**.

**3.0 Methodology**

**3.1. Dataset & Preprocessing**

* **Dataset:** A balanced subset of **500 images** (250 Benign, 250 Malignant) was extracted from the BreakHis dataset.
* **Preprocessing:** All images were resized to **128x128 pixels** and normalized (pixel values scaled to [0, 1]).

**3.2. Model Architectures**

1. **Custom CNN:** A sequential model with three convolutional layers, max-pooling, and fully connected layers.
2. **VGG16 Transfer Learning:** The pre-trained VGG16 model was used as a feature extractor with frozen weights, followed by custom trainable classification layers.

**3.3. Training**

* Both models used the Adam optimizer and Binary Cross-Entropy loss.
* The dataset was split into **80% training** (400 images) and **20% testing** (100 images).
* Models were trained for **10 epochs** with a batch size of 32.

**4.0 Results & Evaluation**

The models were evaluated on a held-out test set of 100 images (50 Benign, 50 Malignant).

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **Model** | **Test Accuracy** | **Test Loss** | **Precision** | **Recall** | **F1-Score** |
| **Custom CNN** | 50.00% | 3.5816 | 25.00% | 50.00% | 33.00% |
| **VGG16 (Transfer Learning)** | 86.00% | 0.5624 | 87.00% | 86.00% | 86.00% |

**Analysis:**

* The **VGG16 model** performed superbly, demonstrating high and balanced precision and recall for both classes.
* The **Custom CNN model** converged to a naive solution, predicting all images as the majority class (Benign) in the training set, resulting in a 50% accuracy equivalent to random guessing for a balanced dataset. This indicates a critical failure in learning, likely due to overfitting on the training data or an issue with model capacity or training dynamics.

**Confusion Matrix (VGG16 Model):**

![](data:image/png;base64,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)

* *This matrix confirms the model's strong performance, with a low rate of false positives and false negatives.*

**5.0 Conclusion**

* **Key Success:** The VGG16 transfer learning model is a highly effective proof-of-concept for automating cancer detection, achieving **86% accuracy** with limited data and training time.
* **Key Learning:** The failure of the simple CNN model is a valuable lesson in the challenges of designing models from scratch. It underscores the importance of techniques like regularization, learning rate adjustment, and more sophisticated architectures to prevent overfitting and learning failure.